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Abstract

Even though much research was dedicated to the acceleration of consistent, progressive light transport simulations, the computation of fully converged images is still very time-consuming. This is problematic, as for the practical use in production pipelines, the rapid editing of lighting effects is important. While previous approaches restart the simulation with every scene manipulation, we make use of the coherence between frames before and after a modification in order to accelerate convergence of the context that remained similar. This is especially beneficial if a scene is edited that has already been converging for a long time, because much of the previous result can be reused, e.g., sharp caustics cast or received by the unedited scene parts. In its essence, our method performs the scene modification stochastically by predicting and accounting for the difference image. In addition, we employ two heuristics to handle cases in which stochastic removal is likely to lead to strong noise. Typical scene interactions can be broken down into object adding and removal, material substitution, camera movement and light editing, which we all examine in a number of test scenes both qualitatively and quantitatively. As we focus on caustics, we chose stochastic progressive photon mapping as the underlying light transport algorithm. Further, we show preliminary results of bidirectional path tracing and vertex connection and merging.

Figure 1: Interactive scene editing with SPPM: Object adding, material change and object removal. Our approach (top row) preserves details and introduces noise only in affected regions. In contrast, a simple restart (bottom row) is noisy everywhere.

1. Introduction

Physically-based lighting and consistent global illumination gained increasing importance over the past years. Especially the modeling of light became an important step in nowadays visual effects and digital animation production pipelines. Therein, lighting is not only essential to set the mood of a scene, but also to guide attention and achieve depth and realism. In existing light manipulation methods, such as path-space manipulation [SNM’13], the light transport simulation starts anew every time an element in the scene changes. While much work pushed consistent, progressive light transport for faster convergence [GKDS12, HPJ12, KD13], individual effects such as sharp caustics may still take a long time to converge. This is problematic during scene editing, since fast feedback is essential to an artist [SPN’14]. Previously, light editing approaches started the simulation anew,
whenever a scene element changed. This is improvable, as frequently there is much coherence to exploit between the frames before and after a modification. For this, there are in general two orthogonal problems to consider: (a) fast radiance update of the object that is edited, and (b) fast radiance update of the unedited context, i.e., changes in indirect illumination. Problem (a) heavily depends on the object’s BRDF and might require additional information on the incident and exitant light distribution. As we will show, problem (b) can be approached without requiring deep changes in the underlying light transport algorithm. In fact, our goal is to provide a drop-in solution for an existing light transport simulation that utilizes frame coherence to improve the convergence in the unedited scene parts. Thus, during object editing, our method allows to sooner see how the edited object integrates into the whole scene, as demonstrated in Fig. 1. Another use case is the editing of simulations that have been running for a while, since undesired details might be noticed late due to slowly converging effects such as caustics. In this case, a correction should not set back the entire simulation.

Our method adds a coarse progressively computed difference image to the previous frame in order to estimate the radiance in the slightly varied new frame. Doing so allows to preserve details in regions that have not been affected by the scene modification. However, such stochastic correction is subject to noise artifacts in regions where the modification had large impact. Even though progressive light transport simulations are guaranteed to converge in the limit anyway, they will in practice never recover from a strong bias. For this reason, we additionally apply two heuristics that reset a pixel if either the modified object is directly seen by the view ray, i.e., we reset in case of problem (a), or if the impact on the radiance is too large, i.e., strong indirect illumination. Our method supports the adding and removal of objects and lights, material substitutions and camera movement.

The correction procedure is easily integrated into existing light manipulation tools, because it only needs a black-box that progressively delivers radiance estimates. For this reason, our method is orthogonal to all the advances on acceleration [GKDS12, HPJ12, KD13] and specialized lighting effects, such as volumetric lighting [KGH∗14]. The method is most beneficial for effects that take long to converge, e.g., caustics. Thus, we implemented stochastic progressive photon mapping [HJ09], which excels in caustics, on the GPU as in [HJ10] using OptiX [PBD∗10] and used the progressive photon statistic updates derived by Knaus and Zwicker [KZ11]. Later in the paper, we also show preliminary results with bi-directional path tracing [LW93] and vertex connection and merging [GKDS12].

2. Related Work

Much work has been done in the fields of light transport and scene editing to tailor simulations and content creation to the requirements arising in modern production environments.

Consistent light transport simulations strive for an exact radiance computation. Famous examples are the unbiased bi-directional path tracing [LW93] and Metropolis light transport [VG97]. The biased photon mapping by Jensen [Jen96] was made consistent in a progressive extension of Hachisuka et al. [HOJ08], leading up to stochastic progressive photon mapping (SPPM) [HI09]. SPPM alternately traces photons and eye rays, progressively reduces the query radius of the photon density estimation and maintains pixel statistics that eventually converge to the desired radiance. Using stochastic spatial hashing, it was brought later to the GPU [HJ10]. Knaus and Zwicker [KZ11] suggested a probabilistic reformulation of SPPM that let to the insight that the query radius can be decreased independent of the photon density.

More recent work pushed light transport simulations for faster convergence and generality. A thorough overview of GPU-based light transport was compiled by Davidović et al. [DKHS14]. An improved sampling of the path space was achieved by vertex connection and merging [KGD12] and a related path space extension by Hachisuka et al. [HPJ12]. In recent work, SPPM was brought out-of-core [GG14] and convergence rates were improved by adaptive progressive photon mapping of Kaplanyan and Dachsbacher [KD13]. Jarosz et al. [JJ10, JJS11] accelerated volumetric radiance estimates, which were further generalized by unifying points, beams and paths in volumetric light transport [KGH∗14]. Light transport of pre-defined animations was accelerated by Weiss and Grosch [WG12] for SPPM.

In interactive light editing, fast feedback is essential to the artist. Several fast approximations exist in animation rendering [MTAS01] that, however, exhibit a small perceptual error. A correct solution for interactive photon mapping with moving objects can be obtained using selective photon tracing [DBMS02]. Here, all photon paths are sorted by using Halton random numbers, which allows to quickly detect the photon paths that were affected by object motion. Correction is then performed by generating positive and negative photon paths that add/remove indirect radiance and shadows. Further early work on interactive global illumination in dynamic scenes includes the render cache system of Walter et al. [WDP99, WDG02], which caches shading points temporarily. A separation and object-space caching of shading values, their interpolation and sampling were addressed in Tole et al. [TPW02]. Another angle at the image synthesis from expensive sampled-based rendering was taken by Bala et al. [BWG03] in their edge-and-point renderer. All these aforementioned methods have great potential to be an accelerator of our difference image computation.

Recently, Schmidt et al. [SPN∗14] compiled a comprehensive overview of artistic editing of appearance, lighting and material. One way to deliver fast updates is to relight a static scene. Several hardware-accelerated relighting engines have been successfully deployed, including Lpics by Pellacini et al. [PVL∗05], the linear wavelet-compressed direct-
to-indirect transfer by Hašan et al. [HPB06] and the light-speed system by Ragan-Kelley et al. [RKKŠ07]. Numerous techniques allow a (possibly) non-physical manipulation of light, which can be controlled directly as in the Bendy-Lights method of Kerr et al. [KPD10] or indirectly as in Nowrouzezahrai et al. [NJS†11] for artistic volumetric lighting. Schmidt et al. [SNM*13] combined both direct and indirect interactions, allowing manipulation of light paths and retargeting of paths according to edits in the scene. In the field of material editing, recent strides have been made by Hašan and Ramamoorthi [HR13], who built a material designer to interactively set the local (single-scattering) albedo of light, which can be controlled directly as in the Bendy-Lights method.

Much research was dedicated to improving design methods, such as light, material and appearance editing, and on computing fast approximations for previews. In this paper, we propose a method that is compatible to these design methods, as it operates on a very abstract level, i.e., it operates on a progressive drop-in lighting simulation. In contrast to previous work, we specifically target fast updates in consistent light transport simulations. Moreover, our method allows to reuse already converged radiance results.

3. Scene Editing with Progressive Difference Images

Given is a scene \( A \) and a modified version of it \( B \), which was obtained by a scene editing operation, e.g., by modifying an object, substituting a material, changing a light or moving the camera. Let further be given a function \( L^B_i \) that delivers a radiance estimate for a scene \( S \in \{A, B\} \) in a given iteration \( i \). Passing iteration \( i \) to this function allows to deterministically define the rays to generate. The progressive series of radiance estimates shall be converging to the correct radiance, i.e., we have a consistent progressive light transport (PLT) method at hand, e.g., SPPM [HJ09], BPT [LW93] or VCM [GKDŠ12]. While the theoretical background is general, we focus on SPPM in our experiments.

We distinguish between the pre-editing radiance \( L_{\text{pre}} \) (of scene \( A \)) and the post-editing radiance \( L_{\text{post}} \) (of scene \( B \)):

\[
L_{\text{pre}} = \frac{1}{J} \sum_{j=1}^{J} L_j^A, \quad L_{\text{post}} = \frac{1}{K} \sum_{k=1}^{K} L_k^B
\]

computed from \( I \) or \( K \) iterations of PLT, respectively. Once a scene modification occurred, the trivial approach is to restart the entire lighting simulation, thereby rejecting all previous radiance estimates \( L_{\text{pre}} \). This wasteful rejection was common in related literature, which focused on a different problem: finding intuitive interaction methods for light editing [SNM*13]. However, the scene modification might have had only small impact on most parts of the scene, causing an inherent, so far unexploited coherence between the frames. Thus instead, we want to adapt \( L_{\text{pre}} \) to the new scene, for which we approximate the radiance difference \( L_{\text{diff}} \). For this, we alternately render the scenes \( A \) and \( B \), resulting in two estimates \( L_{\text{old}} \) and \( L_{\text{new}} \) from which we compute the progressively improving difference estimate \( L_{\text{diff}} \) by an interactively chosen number of correction iterations \( J \):

\[
L_{\text{diff}} = \frac{1}{J} \sum_{j=1}^{J} (L^B_j - L^A_j) = L_{\text{new}} - L_{\text{old}}
\]  

\[
L_{\text{new}} = \frac{1}{J} \sum_{j=1}^{J} L^B_j, \quad L_{\text{old}} = \frac{1}{J} \sum_{j=1}^{J} L^A_j
\]

A small number of correction iterations is desirable during interactive editing, which, however, limits the quality of the radiance difference approximation. We found \( J = 50 \) to be a good compromise, which we used in our tests. The choice of \( J \) is discussed later in Section 3.3. If we use the same random seeds in both scenes for ray generation, the images are precisely the same except for paths that were affected by the scene modification. Note that then, the noise in \( L_{\text{diff}} \) is only in the order of the radiance difference. Thus, the error of calculating an estimate of the post-editing radiance by \( L_{\text{pre}} + L_{\text{diff}} \) is low in regions in which the scene modification had small impact. We use a heuristic to determine per pixel whether the pre-editing radiance can be corrected this way, i.e., if changes are small. The result of the heuristic is a binary mask \( M \) that switches between the options correction and reset. The heuristic is explained later in Section 3.2. The resulting radiance \( L_{\text{repair}} \) after \( I \) pre-editing iterations, \( J \) correction iterations and \( K \) post-editing iterations is:

\[
L_{\text{repair}} = (1 - M) \cdot \left( \frac{I}{I+K} L_{\text{pre}} + \frac{I}{I+K} L_{\text{diff}} + \frac{K}{I+K} L_{\text{post}} \right)
\]

\[
+ M \cdot \frac{1}{J+K} \sum_{j=1}^{J+K} L^B_j
\]

The first line contains the correction case \( (M = 0) \) and consists of three terms: the pre-editing radiance \( (I \) iterations of PLT in \( A \)), a difference image \( (J \) iterations of PLT), and the post-editing radiance \( (K \) iterations of PLT in \( B \)). The sum of \( L_{\text{pre}} \) and \( L_{\text{diff}} \) approximates the radiance in the new scene after \( I \) iterations, which is weighted accordingly with \( L_{\text{post}} \) \( (K \) iterations). The second line contains the reset case \( (M = 1) \), i.e., standard PLT in scene \( B \) starting after the editing operation. Note that for \( I = J \), the difference image completely removes all radiance from scene \( A \), since the same rays were generated. For \( J < I \), the difference image is approximated. We will demonstrate that a coarse approximation is sufficient in regions where scene modifications had low impact.

3.1. Correction Iteration

While the progressive correction is in progress, we still have \( K = 0 \), thus Eq. (4) simplifies to:

\[
L_{\text{repair}} = (L_{\text{pre}} + L_{\text{diff}}) \cdot (1 - M) + L_{\text{new}} \cdot M
\]  

Fig. 2 (left) lists the correction procedure that we apply, whenever a scene modification occurs. During progressive...
correction, each of the \( j = 1 \ldots J \) correction iterations first renders scenes \( \mathcal{A} \) and \( \mathcal{B} \) to improve their estimates \( L_{\text{old}} \) and \( L_{\text{new}} \). Based on the radiance difference \( L_{\text{diff}} \) the reset heuristic is updated (Section 3.2). Afterwards, radiance \( L_{\text{repair}} \) of the new scene is estimated, based on Eq. (5), as illustrated in Fig. 2 (right). This intermediate result \( L_{\text{repair}} \) is displayed for interactive feedback. After a total of \( J \) correction iterations, the synthesized image \( L_{\text{repair}} \) overwrites the previous result \( L_{\text{pre}} \), and standard PL T carries on in the post-edited scene. Before \( J \) correction iterations are reached, the correction can be cancelled and we can simply fall back to \( L_{\text{pre}} \) at any time.

### 3.2. Heuristics to Reset Pixels

Progressive light transport methods are known to converge even if we just continue with the old pixel statistics in the new scene, because there was only a finite number of iterations in the old scene. (Consider the limit of Eq. (4): \( \lim_{K \to \infty} L_{\text{repair}} = L_{\text{post}} \) for \( M = 0 \).) In practice, however, it cannot recover from the bias fast enough, as shown in Section 4.3. Thus, we estimate and account for the difference image between the frames. However, in regions where the modification has large impact on the radiance, e.g., in an added caustic, our form of stochastic editing is still costly, due to the high number of correction iterations required to sufficiently reduce the noise in \( L_{\text{diff}} \). In the following, we describe two heuristics to identify pixels for which we refrain from a costly difference image computation, and instead reset the pixel. Since pixels reset individually, we store statistical values for each of them, comprising iteration number, accumulated radiance and for SPPM the query radius.

#### Reset on Sight

If an eye ray hits the edited object, we conservatively reset the statistics of the entire pixel, as the radiance is likely to be very different and should thus be rejected. Note that this might happen after a number of indirections, for instance if the object is seen through glass. An exemplary illustration of the affected pixels is shown in Figure 3(a). The reset on sight mask \( M_{\text{sight}} \) can be computed on-the-fly, because the object is either seen in \( L_{\text{old}} \) (object was removed), \( L_{\text{new}} \) (object was added) or in both (material has changed). If a light or the camera have changed this mask remains empty. Thus, during the computation of \( L_{\text{old}} \) and \( L_{\text{new}} \), we mark a pixel if its view ray hits the objects to edit. The number of correction iterations \( J \) affects the chance to see the edited object through glossy reflections, as demonstrated later in Section 4.3.

#### Error Threshold

As motivated earlier, a stochastic editing is subject to noise artifacts. For example, consider a glass object casting a bright caustic onto a diffuse surface, as in Fig. 4(a). If the glass object is removed, the caustic should vanish as well. When stochastically adding or removing radiance from a scene, the radiance remains as noise, as shown in Fig. 4(b). PL T is known to reduce this bias over time. However, the

![Figure 3: In this image the reset masks are visualized, showing where the heuristics reset the pixel statistics (white).](image)

![Figure 4: This figure demonstrates the effect of the reset heuristics. (a) shows a caustic, which is removed in (b) without reset heuristics and in (c) with reset heuristics. The caustic clearly remains as visible noise in (b).](image)

© 2015 The Author(s)
Computer Graphics Forum © 2015 The Eurographics Association and John Wiley & Sons Ltd.
The error ratio approaches \( \varepsilon \) is high compared to the radiance of the previous scene's radiance \( L_{\text{old}} \) or the new scene's radiance \( L_{\text{new}} \), all computed using a small number of \( J \) correction iterations:

\[
\varepsilon = \begin{cases} 
\frac{L_{\text{old}}}{L_{\text{new}}} & \text{if } L_{\text{diff}} \geq 0 \\
\frac{L_{\text{new}}}{L_{\text{old}}} & \text{else} 
\end{cases}
\] (6)

For no difference \( L_{\text{diff}} = 0 \), this error ratio becomes \( \varepsilon = 0 \). The error ratio approaches \( \varepsilon = 1 \) if the radiance difference is high compared to the radiance of the previous scene \( L_{\text{old}} \) (when radiance was added) or compared to the radiance of the new scene \( L_{\text{new}} \) (when radiance was removed). The error ratio \( \varepsilon \) is visualized in Fig. 3(b).

If the error ratio \( \varepsilon \) is above a certain threshold \( \tau \), we reset the pixel statistics. We call this threshold error threshold \( \tau \) and recommend a default value of \( \tau = 0.1 \). The resulting mask \( M_{\text{error}} = \varepsilon > \tau \) is shown in Fig. 3(c) and its effect on the removal of editing noise is demonstrated in Fig. 4(c). In Section 4.3, different choices for \( \tau \) are discussed in more detail. The combined reset mask is obtained by a logical or:

\[
M = M_{\text{light}} \lor M_{\text{error}}
\] (7)

While the \( J \) correction iterations are carried out, the noise in \( L_{\text{old}}, L_{\text{new}} \), and consequently in error ratio \( \varepsilon \) reduces. Due to possibly strong noise in error ratio \( \varepsilon \) in the first few correction iterations, more pixels would reset than necessary, as demonstrated in Fig. 5. For this reason, we synthesize radiance \( L_{\text{repair}} \) according to Eq. (5) only as a preview and do not actually reject the former statistics as soon as a pixel is marked for reset. Only the very last correction iteration merges \( L_{\text{repair}} \) into the final radiance statistics. In addition, this allows to cancel corrections at any time, since pixel statistics are not altered before the final correction iteration.

### 3.3. Synthesis during Interactive Scene Editing

So far, we explained the necessary steps to carry out an operation such as changing a material, or removing or adding an object. Another common interaction is to move objects. This can be achieved by concatenating two correction procedures. First, the object is removed, which requires to compute the reset mask and the respective difference image. The synthesized radiance \( L_{\text{repair}} \) serves as \( L_{\text{pre}} \) in the subsequent adding of the object at the new position. Both procedures take about twice the time of a usual iteration, which accumulates to four times. The remove procedure begins when the object starts moving and carries on unless the modification is canceled. The add procedure, on the other hand, restarts whenever the position of the object changes. All former changes due to adding at an intermediate position are thereby undone. This means, if an object is dragged across the entire viewport the pixels it swept over remain unaffected, as shown in Fig. 6.

### 3.4. Reprojection during Camera Movement

Reusing pixel statistics of the previous scene requires a correspondence between the pixels of the old scene's frame and the new scene's frame. During camera movement, we establish this correspondence by reverse reprojection [NSL+07]. For each pixel of the new frame, we trace a ray through the pixel center into the new scene and project its first intersection into the old camera's view. If the intersection point is visible by the old camera, i.e., it is not occluded and inside the old viewport, the corresponding pixel is found. Otherwise, we reset the pixel. For glass or glossy BRDFs the reprojected radiance might be inaccurate as radiance was observed from a different direction. For those, error ratio \( \varepsilon \) becomes high and our heuristic decides whether to reset. Note that the pair of corresponding pixels averaged radiance over different scene parts, thus error ratio \( \varepsilon \) is typically larger than for static cameras. An example follows later in Fig. 12.

### 4. Results and Evaluation

In this section, we study the convergence behavior, discuss parameters and test other light transport algorithms. All ground truth images are computed by 100k SPPM iterations.

#### 4.1. Convergence

In the following, we conduct a qualitative and quantitative evaluation. Both convergence rate (quantitative) and visual result (qualitative) are important to study, because an early,
visually pleasing result might have a bad long-term convergence, whereas a result with a good convergence behavior might have noticeable artifacts. Concerning the convergence rate, we are interested in two factors: the improvement by our method right after the editing operation and the long-term convergence. This means, in a convergence plot, the curve of our method should stay well below the curve of the trivial reset approach and should ideally never cross it. In the following, all images are shown for $K = 100$ PLT iterations.

Using the Sponza scene in Fig. 7, we study the convergence in a large scene with glossy BRDFs. Especially the background benefits from our method, resulting in less noise (see arrow). A close-up on the glossy floor is shown later.

In Fig. 8, two rubber ducks and a light are added into a box filled with water. The actions have a different impact on noise and convergence rate, as visible in the RMSE plot.

The smaller the impact of a scene modification, the more coherence can be exploited. To study the worst case, i.e., a large modification, we remove a glass dragon in Fig. 9, which is a difficult task due to the high number of caustics. For comparison, we first add a small sphere to make the difference in the convergence plot apparent.

In Fig. 10, we show a scenario in which small objects are added and removed from a scene. For modifications that strongly affect the radiance in the entire scene, such as the adding of a light in the second column, there is not much to gain. This is apparent in the convergence plot by the short distance between the curves. The faster the blue curve (our method) descends, the better the visual improvement.

Finally, Fig. 12 shows a camera movement. As corre-
Figure 10: Radiance after scene modifications. Below, the RMSE and convergence plots are shown for the trivial reset approach and our method (repair). Note that noise is reduced especially in areas that were not affected by the modification.

Figure 11: In this figure, we add three glass figures into a scene, change the material of the middle one and eventually remove the figures. The radiance of the background and the unaffected caustics are very well preserved, as indicated by the arrows.
**4.2. Behavior right after Editing**

While previous examples demonstrated the long-term convergence behavior, Fig. 13 focuses on the intermediate results right after a scene modification, which are presented as feedback to the user. It further depicts error ratio $\varepsilon$, showing where the scene modification has largest impact, which is where the progressively reducing noise is strongest. Next to it, a visualization of the RMSE depicts where coherence was exploited, resulting early in small errors.

**4.3. Parameter Study**

**Number of Pre-Editing Iterations $I$**

The first parameter is the number of PLT iterations before the editing operation. Fig. 14 shows how well previous results can be reused, depending on $I$. The images were traced up to $K = 200$ iterations after changing the radio’s color from gray to blue. The plot shows that convergence is reached faster if more work was put into the simulation, i.e., for higher $I$.

**Number of Correction Iterations $J$**

The number of correction iterations $J$ can be specified in advance or be chosen interactively at runtime. In Fig. 15, we applied a varying number of correction iterations and afterwards tracing up to $I + K = 2000$ iterations to study the impact of $J$ on the long-term convergence. For $J = 0$ we simply continue with the previous pixel statistics in the new scene, causing a very slow blend, here, from a red curtain to a blue one. If $J$ is chosen too small, glossy reflections are noisy (as shown for $J = 1$) and the noise in $L_{\text{diff}}$ adds too much bias to the radiance, causing the curves to possibly cross the reset curve. The higher $J$, the better the long-term convergence and the visual quality, but the more overhead arises due to computing $L_{\text{diff}}$. In the bottom conver-
Figure 15: Impact of the number of correction iterations \( J \) on the convergence. The bottom plot shows the number of photon tracing passes vs. RMSE. A cusp appears when we switch from correction iterations (two photon passes) to usual SPPM iterations (one photon pass). This results in a slower error reduction while corrections are taking place.

Error threshold \( \tau \)

The error threshold \( \tau \) steers the overall quality of the achieved results, as demonstrated in Fig. 16. Setting \( \tau = 0 \) equals the trivial reset approach, i.e., every pixel resets. A low \( \tau \) results in more noise in the early images and good long-term convergence. A value around \( \tau = 0.5 \) leads to rather local resets near the object to edit and thus weaker long-term convergence. When increasing \( \tau \), indirect illumination received from the modified object tends to become noisy, due to the noise in \( L_{\text{diff}} \). As demonstrated earlier in Fig. 4(b), setting \( \tau = 1 \) leads to noticeable noise in case of strong radiance changes, e.g., at a caustic. Note that errors might propagate from one scene modification to the next. Thus, a conservative choice for \( \tau \) is recommendable. Our experiments showed that \( \tau = 0.1 \ldots 0.2 \) is advisable. For all tests, we used \( \tau = 0.1 \), which favors long-term convergence.

4.4. Light Transport Simulation Algorithm

Since our method operates on progressive radiance estimates, we can substitute the underlying light transport simulation. In Fig. 17, we applied our method to bidirectional path tracing (BPT) [LW93] and vertex connection and merging (VCM) [GKDS12]. The images depict the synthesized radiance after \( J = 10 \) correction iterations to show the noise behavior shortly after the modification. The RMSE visualizations show a significant improvement. While our method was primarily tested on SPPM, the results for BPT and VCM in these small scenes are promising. A comprehensive study of benefits with these techniques is a topic for future work.

4.5. Performance and Discussion

Our test system is equipped with an Intel Core i7-2600K CPU with 3.4 GHz, 24 GB RAM and an Nvidia GeForce GTX 560 Ti GPU with 2 GB VRAM. We measure timings for a viewport resolution of 600 \( \times \) 600 pixels and emit 20k photons per photon tracing pass. Table 1 lists the timings of a usual SPPM iteration (Reset it.), a correction iteration (Repair it.) and the cost arising when interactively moving an
object (Move it.). Thereby, (a) refers to the adding of a glass sphere, which comprises two photon tracing passes; one for computing \( L_{\text{old}} \) and another one for computing \( L_{\text{new}} \). In the right column the glass sphere is moved, consisting of a removal of the sphere (b) and an insertion at the new position (c). Thus, a correction iteration (add/remove object, change material, add/remove light) has twice as many, and an object movement four times as many photon tracing passes than a usual SPPM iteration, which has to be considered when designing an interactive system.

It is imaginable to store the radiance of the \( J \) correction iterations, i.e., \( L_{\text{new}} \) after a scene modification, so that \( L_{\text{old}} \) does not have to be recomputed at the next scene modification. This greatly accelerates correction iterations, as only one rendering pass is required, making it almost as expensive as a usual PLT iteration. The performance gain, however, is bought by a large memory consumption. For \( J = 100 \) at a resolution of 1000 \( \times \) 1000 pixels more than 1 GB of memory is required to store \( L_{\text{new}} \). Also, the number of correction iterations \( J \) must be known in advance. For this reason, we refrain from saving the radiance and instead recompute it.

Another angle to approach is to compute the difference radiance \( L_{\text{diff}} \) on-the-fly by the generation of positive and negative photons that reflect accordingly to add indirect light and shadows, whenever the object to edit is hit by a photon. This, however, would require deeper changes in the implementation of the underlying light transport simulation.

### 4.6 Limitations

Our system depends on heuristics, and as with all heuristics, there are failure cases, the one being here that slow gradual material or camera parameter changes might go unnoticed by the reset heuristic. If a user slowly varies a parameter, errors in indirect illumination or ghosting accumulate without triggering a reset. This problem, however, only occurs, if the user does not continuously change a parameter, but instead waits after each small step until the correction procedure has finished. If it has not finished, the former correction procedure would cancel and differences would be compared to the original image, where changes could be noticed.

### 5. Conclusions and Future Work

In this paper, we presented a method to accelerate convergence during interactive scene editing in progressive light transport simulations. We made use of the coherence between frames before and after a scene modification to reuse much of the previous results, which allows for faster previews of how an object integrates into the whole scene. Coherence is best exploited in unedited scene parts and most beneficial for effects that take long to converge, e.g., caustics. Our method is easy to integrate into existing pipelines, as it only requires a drop-in light transport simulation to create a visibility mask of the object to edit and a way to continue from a given intermediate solution, which is usually the case if the simulation can be paused and continued later.

For the future, we intend to focus on the BRDF of the edited object to accelerate convergence in regions in which strong changes occurred. Nehab et al. [NSL07] proposed amortized sampling, which smoothly blends older shading-samples into the most recent pixel statistics. This method and its extensions [YNS09] provide an opportunity to display more temporally coherent results during interaction. Further, variation of camera parameters and motion blur could be studied to see how motion vectors and a priori knowledge on the camera lense can improve the reprojection. A scene-dependent and optimal automatic selection of parameters that achieves early noise-free previews and has good long-term convergence is also an avenue for future work. Further, more elaborate experiments with bidirectional path tracing and vertex connection and merging seem worthwhile topics.
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**Figure 17:** Using our method to remove a sphere with bidirectional path tracing (BPT) and to add a sphere with vertex connection and merging (VCM). The radiance \( L_{\text{pre}} \) was traced in 100 iterations and for \( L_{\text{diff}} \) we used \( J = 10 \).

**Table 1:** Timings in ms of the rendering passes.

<table>
<thead>
<tr>
<th>Pass</th>
<th>Reset it.</th>
<th>Repair it.</th>
<th>Move it.</th>
</tr>
</thead>
<tbody>
<tr>
<td>1\textsuperscript{st}</td>
<td>33.6</td>
<td>33.6 (( L_{\text{old}} )) ( (a) )</td>
<td>43.7 (( L_{\text{old}} )) ( (b) )</td>
</tr>
<tr>
<td>2\textsuperscript{nd}</td>
<td>—</td>
<td>43.7 (( L_{\text{new}} ))</td>
<td>33.6 (( L_{\text{new}} )) ( (b) )</td>
</tr>
<tr>
<td>3\textsuperscript{rd}</td>
<td>—</td>
<td>—</td>
<td>32.0 (( L_{\text{old}} )) ( (c) )</td>
</tr>
<tr>
<td>4\textsuperscript{th}</td>
<td>—</td>
<td>—</td>
<td>38.8 (( L_{\text{new}} )) ( (c) )</td>
</tr>
<tr>
<td>Total</td>
<td>33.6</td>
<td>77.3</td>
<td>148.1</td>
</tr>
</tbody>
</table>
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